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Abstract

In this paper, we present a principled SVM based speaker
verification system. A general approach is developed that
enables the use of any kernel at the frame level. An exten-
sion of his approach using the Max operator is then pro-
posed. The new system is then compared to state-of-the-art
GMM and other SVM based systems found in the literature
on the Polyvar database. It is found that the new system
outperforms, most of the time, the other systems, statisti-
cally significantly.

1 Introduction

Speaker verification systems are increasingly often used
to secure personal information, particularly for mobile
phone based applications. Furthermore, text-independent
versions of speaker verification systems are the most used
for their simplicity, as they do not require complex speech
recognition modules. The most common approach using
machine learning algorithms are based on Gaussian Mix-
ture Models (GMMs) [14], which do not take into account
any temporal information. They have been intensively used
thanks to their good performance, especially with the use
of the Maximum A Posteriori (MAP) [9] adaptation algo-
rithm. This approach is based on the density estimation of
an impostor data distribution, followed by its adaptation to
a specific client data set. As the estimation of these densi-
ties is not the true goal of speaker verification systems, but
rather to discriminate the client and impostor classes, dis-
criminative models seem more appropriate.

As a matter of fact, Support Vector Machine (SVM)
based systems have been the subject of several recent pub-
lications in which they obtain similar or even better per-
formance than GMMs on several text-independent speaker
verification tasks. One of these systems, based on an ex-
plicit polynomial expansion [5] has obtained good results
during the NIST 2003 evaluation [6], but suffers from a

lack of theoretical interpretation and justification. More-
over the approach precludes the use of the so-called kernel
trick, which is at the heart of the flexibility of SVM based
approaches. We thus propose in this paper a more princi-
pled SVM based speaker verification system that can make
use of the kernel trick. Furthermore, a kernel based on the
Max operator is proposed and compares favorably against
the state-of-the-art approaches

The outline of this paper goes as follows. In Section 2,
we present the problem of text-independent speaker verifi-
cation, including a description of the GMM and SVM based
system, the measures and the databases used in the experi-
mental part. The new proposed approach is then presented
in Section 3, and is compared to similar approaches found
in the literature. The Max kernel is then proposed in sec-
tion 4. Some improvements are also proposed at the end of
this section. Results on a speaker verification tasks are pre-
sented in Section 5, while conclusion and future work are
proposed in Section 6.

2 Text-Independent Speaker Verification

Person authentication systems are in general designed in
order to let genuine clients access a given service while for-
bidding it to impostors. In this paper, we consider the prob-
lem from a machine learning point of view and we treat it
independently for each speaker. The problem can thus be
seen as a two class classification task and is defined as fol-
lows. Given a sentence X pronounced by a speaker Si, we
are searching for a parametric function fΘSi

() and a deci-
sion threshold ∆Si such that

fΘSi
(X) > ∆Si ≈ ∆ (1)

for all accesses X coming from Si and only for them. Al-
ternatively, it is often more convenient (because of a lack of
data available for each client) to search for a unique thresh-
old ∆ that would be client independent. In this paper, we
will use two kind of set of functions fΘ().



2.1 GMM Based Systems

State-of-the-art speaker verification are based on GMMs,
with one client GMM model compared to an impostor
GMM model. In this paper, the impostor model (called
world model) is the same for all clients. The client model
is adapted from the world model using a Maximum A Pos-
teriori adaptation algorithm. The decision function is called
log likelihood ratio and is given by:

fΘ(X) =
1
T

∑
t

log
∑N

n=1 wn · N (xt;µn,σn)∑N̄
n=1 w̄n · N (xt; µ̄n, σ̄n)

> log ∆

where T is the number of frames for a given sentence X,
xt is the tth frame of X, N is the number of Gaussians of
the client model, N̄ is the number of Gaussians of the world
model, Θ+ = {µn,σn, wn} are the GMM parameters for
the client model and Θ− = {µ̄n, σ̄n, w̄n} are the GMM
parameters for the world model. Note that 1

T is an empirical
normalization factor added to be independent of the length
of the sentence.

2.2 SVM Based Systems

Support Vector Machines (SVMs), as proposed by [15],
are more and more often used in machine learning applica-
tions. Even if the speaker verification task can be seen as a
two-class classification problem, SVMs can not be applied
directly: examples are sequence and classical SVMs can
only work with fixed size vectors. Nevertheless, we review
here the SVM model. The underlying decision function can
be written as:

fΘ(x) = b + w · Φ(x) (2)

where x is the current example, Θ = {b,w} are the
model parameters and Φ() is an “a priori” chosen function
that maps the input data into some high dimensional space.
It can be shown that solving the SVM problem allows to ex-
press the decision function as an hyper-plane defined by a
linear combination of training examples in the feature space
Φ(). We can thus express (2) using the dual formulation as:

fΘ(x) = b +
L∑

l=1

αlylΦ(xl) · Φ(x).

We call support vector a training example for which
αl 6= 0. As Φ() only appears in dot products, we can re-
place them by a kernel function as follows:

fΘ(x) = b +
L∑

l=1

αlylk(xl,x).

This so-called “kernel trick” helps to reduce the com-
putational time and also permits to project xl into virtually
infinite dimensional feature spaces without the need to com-
pute anything in that space. The two most well known ker-
nels are the Radial Basis Function (RBF) kernel,

k(xi,xj) = exp
(
−||xi − xj ||2

2σ2

)
(3)

where σ is a hyper-parameter than can be used to tune
the capacity of the model, and the polynomial kernel,

k(xi,xj) = (axi · xj + b)p (4)

where p, b, a are hyper-parameters that control the capac-
ity.

Several SVM based approaches have been proposed re-
cently to tackle the speaker verification problem [16, 6].
While this task is mainly a two-class classification problem
for each client, it differs from the classical problem by the
nature of the examples, which are variable size sequences.
Since classical SVMs can only deal with fixed size vectors
as input, two approaches can be considered. Either work
at the frame level and merge the frame scores in order to
obtain only one score for each sequence; or try to convert
the sequence into a fixed size vector. The first approach is
probably not ideal, because we try to solve a problem which
is more difficult than the original one: indeed, each frame
contains only few discriminant information and some even
contain no information (like silence frames). Most solutions
are thus based on the second approach, such as the so-called
Fisher scores or the explicit polynomial expansion.

Fisher score based systems [10] compute the deriva-
tive of the log likelihood of a generative model with re-
spect to its parameters and use it as input to an SVM. This
provides a nice theoretical framework, but is very costly
for GMM based generative models with large observation
space (which yield more than 10 000 parameters in general
for speaker verification) and furthermore still needs to train
generative models.

The explicit polynomial expansion approach [6] expands
each frame of a sequence using a polynomial function and
averages them over the whole sequence in the feature space.
The resulting fixed size vector is used as input to a linear
SVM (Φ(x) = x). The method is quite fast and robust,
but is a bit tricky to tune. In this paper we propose a new
approach with a better framework from a machine learning
point of view that generalizes the polynomial approach and
extends it to any kernel function.

2.3 Measures

In this paper, we used a posteriori measures such as
Equal Error Rates (where the threshold ∆ is chosen such



that (FAR=FRR) and DET curves [12] which present FRR
as a function of FAR by varying ∆ to tune and analyze sys-
tems. On the other hand, to fairly compare models on un-
seen data, we used a priori measures such as Half Total
Error Rate (HTER) (FAR∆+FRR∆)

2 and the Expected Perfor-
mance Curves [2] which show HTER on the test set as a
function of some trade-off parameter α of a convex com-
bination of FAR and FRR used to select ∆ on a separate
development set:

∆∗ = arg min
∆

(
αFAR∆ + (1− α)FRR∆

)
. (5)

Finally, we have also added for both curves and values a
confidence interval of 95% using a modified version of the
standard proportion test [1].

2.4 Experimental Setup and Polyvar
Database

The Polyvar telephone database [7], contains two sets
(called hereafter development and test sets) of 19 clients
(12 men and 7 women) as well as another population of
56 speakers (28 men and 28 women) used to train the world
model. For each client, a training set contains 5 repetitions
of 17 words (composed of 3 to 12 phonemes each), while
a separate test set contains on average 18 repetitions of the
same 17 words, for a total of 6000 utterances, as well as
on average 12000 impostor utterances. Each client has 17
models, one for each word, and only 5 sequences are avail-
able to train each model. As in the original protocol, only
same word accesses are done. The development set of this
database is used to analyze the systems presented in this
paper.

Each sentence was parameterized using 24 Linear Fil-
ter Cepstral Coefficients (LFCC) [13] of order 16, comple-
mented by their first derivative (delta) and delta-energy, for
a total of 33 coefficients. All frames were normalized in
order to have zero mean and unit standard deviation per
sequence. A simple silence detector based on an unsuper-
vised bi-Gaussian model was also used to remove all silence
frames [11].

A state-of-the-art GMM based text-independent speaker
verification system was used as a baseline to assess the vari-
ous proposed systems. Two gender dependent world models
were trained using Expectation Maximization with a Maxi-
mum Likelihood criterion. A lower bound of the variances
of the Gaussians was used to control the capacity and was
fixed to a certain percentage of the total variance of the data.
The final world model was then obtained by merging the
two gender dependent models. For each client, a model
was then created by adapting the final world model using

a MAP algorithm [14]. Only the mean parameters of the
client model were adapted using the following update rule.

All hyper-parameters of the baseline system, such as
number of Gaussians, variance flooring factor and MAP
adaptation factor, were selected on the development set.

3 A Principled Approach to Sequence Ker-
nels for Speaker Verification

One particularity of the speaker verification problem is
that inputs are sequences. This requires, for SVM based
approaches, a kernel that can deal with variable size se-
quences. A simple solution, which does not take into ac-
count any temporal information, as in the case of GMMs, is
the following:

K(Xi,Xj) =
1

TiTj

Ti∑
ti=1

Tj∑
tj=1

k(xti ,xtj ) (6)

where Xi is a sequence of size Ti and xti is a frame
of Xi. We thus apply a kernel k() to all possible pairs of
frames coming from the two input sequences Xi and Xj .
This will be referred to in the following as the Mean oper-
ator approach (as we are averaging all possible kernelized
dot products of frames).

This kind of kernel has already been applied successfully
in other domains such as object recognition [3]. It has the
advantage that all forms of kernels can be used for k() and
the resulting kernel K() respects all Mercer conditions [4]
which make sure that for all possible training sets the re-
sulting Hessian is semi-positive which makes the problem
convex. Two forms of kernels k() are used in this paper: an
RBF kernel (3) and a polynomial kernel (4). For the poly-
nomial kernel, we fixed a and b to p!−

1
2 p in order to avoid

numerical problems for large values of p. The degree p of
the polynomial kernel and the standard deviation σ of the
RBF kernel are thus the only hyper-parameters tuned over
the development set.

3.1 Comparison with Campbell’s Polyno-
mial Approach

[5] recently proposed a new approach using SVMs for
speaker verification based on an explicit polynomial expan-
sion. He proposed a new kernel called GLDS (Generalized
Linear Discriminant Sequence) of the form:

K(Xi,Xj) = Φ(Xi)Γ−1Φ(Xj) (7)

where Γ is a matrix derived by the metric of the feature
space induced by Φ(). This matrix is usually a diagonal
approximation γ of the covariance matrix computed over
all the training data. He furthermore defines:



Φ(X) =
1
T

T∑
t=1

φ(xt)

and

φ′(xt) =
φ(xti)√

γ

where φ′() is the normalized version of φ(), and can thus
rewrite (7) as:

K(Xi,Xj) =
1
Ti

Ti∑
ti=1

φ′(xti
) · 1

Tj

Tj∑
tj=1

φ′(xtj
)

where φ′() maps the example xt ∈ Rd → RK , K =
(d+p−1)!
(d−1)!p! is the dimension of the feature space, d is the

dimension of each frame augmented by a new coefficient
equal to 1, p is the degree of the polynomial expansion and
each value k ∈ {1, ...,K} of the expanded vector corre-
sponds to a combination of r1, r2, ..., rd as follows:

φ′k(r1,r2,...,rd)(xt) =
1
√

γk
xr1

1 xr2
2 ...xrd

d (8)

for all possible combinations of r1, r2, ..., rd such that∑d
i=1 ri = p and ri ≥ 0.
Campbell proposed a method to normalize each ex-

panded coefficient using γ computed over all concatenated
impostor sequences. Once all vectors are computed and
normalized, they can be used as input to a linear SVM.

While this approach yielded good performance on NIST
2003, it has some drawbacks. First no kernel trick can be
applied: it seems not possible to include the normalization

1√
γk

into it. And since we need to project explicitly the data
into the feature space, only finite space kernels are applica-
ble (an RBF kernel could not be used for instance).

The second main problem of this approach is related to
the capacity [15]. For a polynomial kernel “a la Campbell”
the only available parameter is the degree p of the polyno-
mial, but this parameter is hardly tunable: for respectively
p =1, 2, 3 and 4 the resulting feature space dimensions are
33, 595, 7140 and 66045. It is then difficult to correctly
set the capacity. Moreover, as the best value is p = 3 for
the considered databases, the dimension seems quite huge
if we consider that a few hundred examples only are used
for training.

In the following, we will try to answer questions such
as: why is a normalization step required? Does taking the
average of the φ() values over all frames make any sense?

We will first show that our proposed approach solves al-
most all drawbacks of the explicit polynomial approach and
still includes the solution proposed by Campbell. Let us
start by rewriting (6) as follows:

K(Xi,Xj) =
1

TiTj

Ti∑
ti=1

Tj∑
tj=1

φ(xti) · φ(xtj )

=
1
Ti

Ti∑
ti=1

φ(xti) ·
1
Tj

Ttj∑
tj=1

φ(xtj
).

Let us define k(xi,xj) of (6) as a polynomial kernel of
the form (xi ·xj)p, where p is the degree of the polynomial.
In order to perform an explicit expansion with the standard
polynomial kernel we need to express the corresponding φ()
function [4] in a similar way to (8). Each value of the ex-
tended vector is thus given by:

φk(r1,r2,...,rd)(xt) =
√

ckxr1
1 xr2

2 ...xrd

d , (9)
d∑

i=1

ri = p, ri ≥ 0

where ck =
p!

r1!r2!...rd+1
, k ∈ {1, ...,K}

and each input frame is augmented by a new coefficient
equal to 1.

When we compare equations (9) and (8) the difference
only lies in the polynomial coefficients: each term is multi-
plied by a coefficient

√
ck in the proposed approach while

the explicit expansion needs a normalization factor 1√
γk

that disables the kernel trick. Empirically, when we com-
pared the coefficient values for each term in the proposed
approach with the normalization vector obtained by the ex-
plicit method they look very similar. In fact, the perfor-
mance obtained on the development set of Polyvar are very
similar, as shown by the DET curves given in Figure 1 and
Equal Error Rates provided in Table 1. Figure 1 and Table 1
also provide results using an RBF kernel to show that it now
becomes possible to change the kernel, even if, in that case,
the best kernel was still polynomial.

The drawback of our method, however, is the compu-
tational complexity for long sequences. If S is the num-
ber of speakers, N+ the number of positive examples per
speaker, N− the number of negative examples, and M the
average number of frames of an example, then the training
time complexity is given by:

O(S(N2
+M2) + N−M2).

Long sequences are thus very costly. This is not a
problem for databases such as Polyvar, especially, because
N+ << N− and negative examples are shared between all
clients and can thus be cached in memory. It is still unfor-
tunately intractable for other databases such as NIST, in its
present form. The test complexity for each access is:
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Figure 1. DET curves on the development set
of the Polyvar database comparing the ex-
plicit polynomial expansion (from Campbell),
the principled polynomial kernel and an RBF
kernel (using the Mean operator).

O(X2
l M2)

where Xl is the number of support vectors. Even for the
test, computing scores for long sequences can take too long.
This problem can certainly be addressed using clustering
techniques and will be in a future work.

4 Max Approach

In equation (6), we can see that all frames of two se-
quences are compared with each other. Does this make
sense? Is it a good idea to compute a similarity measure
(which is what a kernel does) between frames coming from
different sub-acoustic units? The answer is probably “no”.
Moreover, we expect a similarity between two identical se-
quences to be maximum, which is not necessarily the case
with equation (6), since we take the average. To illustrate
this, let us create a sequence Xj contains exactly one frame
taken from another sequence Xi that gives the maximum
value of k(xti ,xtj ) in (6). In that case, one can easily ob-
tained K(Xi,Xj) ≥ K(Xi,Xi).

We thus propose here an alternative to taking the average
over all frames. We consider, for each frame of sequence
Xi, the similarity measure of the closest corresponding

Campbell
p = 3

Mean
p = 3

Mean
σ = 3

EER [%] 3.38 3.46 4.08
95% Confidence ±0.27 ±0.28 ±0.3
# Support Vectors 68 87 62

Table 1. Comparison of EERs on the develop-
ment set of the Polyvar database between the
explicit polynomial expansion and a princi-
pled polynomial kernel applying the mean op-
erator. The second line provides a 95% con-
fidence interval of the EERs while the third
line provides the resulting average number of
support vectors for each client model.

frame in sequence Xj . We thus propose to take a symmetric
Max operator of the form:

K(Xi,Xj) =
1
Ti

∑
ti

max
tj

k(xti
,xtj

)

+
1
Tj

∑
tj

max
ti

k(xti ,xtj ).

The main idea is that, instead of comparing frames com-
ing from different acoustic events, we compare close frames
only. Unfortunately, the resulting function does not satisfy
Mercer’s conditions anymore. In practice however, even if
a function does no satisfy Mercer’s conditions, one might
still find that a given training set results in a positive semi-
definite Hessian in which case the training will converge
perfectly well [4]. The empirical results provided here and
in Section 5 show that the Max operator based kernel 1 gives
good results.

Figure 2 and Table 2 show that the Max approach out-
performs the standard one on the development set of Poly-
var. The RBF kernel gives similar result to the polynomial
kernel when the Max operator is used. It is interesting to
note that now the optimal value is p = 1. This is proba-
bly because the Max operator is more appropriate. And this
value is reasonable because the input space dimension of
each sequence X is given by TiTjd which is already huge
compared to the number of examples. Thus we need very
small capacity, and the plain dot product seems sufficient.

5 Experimental Results

Figure 3 presents the final performance on the test set
of the Polyvar database. Only the best systems (according

1Note that in the following we will continue to call such a function a
kernel even if it does not satisfy Mercer’s conditions, as it is often done in
the literature (see for instance [4])



PSfrag replacements

0.5 1 2 5 10 20

False Acceptance Rate

0.5

1

2

5

10

20

F
a
ls
e

R
ej

ec
ti
o
n

R
a
te

Mean p = 3

Max p = 1

Max σ = 100

Figure 2. DET curves on the development set
of the Polyvar database for Mean and Max op-
erators for polynomial and RBF kernels.

Table 2. Results on the development set of
the Polyvar database for Mean and Max oper-
ators for polynomial and RBF kernels.

Mean
p = 3

Max
p = 1

Max
σ = 100

EER [%] 3.46 2.99 2.95
95% Confidence ±0.28 ±0.26 ±0.26
# Support Vectors 87 73 99

to the development set) for Max and Mean operator based
kernels are presented. Complementary results are presented
in Table 3. The figure is composed of two graphs. The first
one represents an EPC providing the HTER as a function
of the parameter α of a convex combination of FAR and
FRR, as given by equation (5), which was used to set the
threshold on a development set. Thus, the lower the curve,
the better the performance. The second part provides the
confidence level for each value of α. The higher the curve,
the more confident we can be on the statistical significance
of the difference in performance between the two compared
models.

The first conclusion is that the SVM based systems out-
perform the GMM based system. Furthermore, the Max ap-
proach significantly outperforms GMMs for all values of α
with a confidence level greater than 99% most of the time.
The Max approach also outperforms most of the time the

Mean based system (equivalent to the “Campbell” approach
for polynomial kernels) with a confidence level greater than
95%. The solution is also sparser in terms of number of sup-
port vectors. The Max RBF kernel gives similar results to
the Max polynomial kernel. It is also interesting to note that
the optimal degree for the Max polynomial kernel is equal
to 1.

6 Conclusions

We have proposed a new method to use SVMs for
speaker verification. It allows the use of all kinds of kernels,
generalizes the explicit polynomial approach and outper-
forms SVM based state-of-the-art approaches for the tested
database.

We have also proposed a new Max operator instead of av-
eraging the kernel values over all pairs of frames. It makes
more sense and outperforms the standard approach. Unfor-
tunately it does not satisfy the Mercer conditions but still
converges very well for the studied databases.

The main drawback of our proposed method is the large
complexity for long sequences. This can probably be alle-
viated using some clustering techniques.
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